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Making rational decisions - Fire alarm
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Context

Making rational decisions - Soil contamination

We have 1 m?3 of soil from an industrial site

)
What should we do? W

= E[S|g] = =$+000

\ ¥
&/
E[$|8] = (0$ x 0.9) + (—10K$ x 0.1) = —1K$
E[$|<¥] = (—100% x 0.9) + (—100$ x 0.1) = —100% \
N
7

o ~
Optimal action: %¢& /A:—$100
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Nomenclature

Nomenclature

A={a1,ax,---,ar} A set of possible actions

x€ZoreR An outcome in a set of possible states
Pr(x) Probability of a state x

U(a, x) Utility given a state x and an action a
L(a,x) = —-U(a,x) Loss given a state x and an action a

Professor: J-A. Goulet ? Polytechnique Montréal
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Nomenclature

Soil contamination example

aj € {B,a) ={0,1}
x e {4} ={0,1}
Pr(x) = {0.9,0.1}

E@}E[ 0% —10K$]

, —100$ —100%
. [Ba BAT]_[ 05 10KS
L(a x) =L [ &0 e‘&} = [ 100$ 1008 ]

? Polytechnique Montréal
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Rational decisions

Summar

Rational decisions — Expected utility maximization

The perceived benefit of an outcome x; given an action a; is
measured by the expected utility or expected loss

U(a) =E[U(a,X)] = Y& ,U(a,x) - Pr(x)
L(a) = E[L(a, X)] Zf-(:l L(a, x;) - Pr(x)

The optimal action a* is the one that maximizes the expected
utility or minimizes the expected loss

a* = arg max E[U(a, X)] = arg min E[L(a, X)]

Professor: J-A. Goulet

? Polytechnique Montréal
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Topics organization

1 | Revision probability & linear algebra @&
Probability distributions 23911

oo Y
Utility theory Mach(ne @ Introduction &3
Learning Bayesian Estimation p(A|B) = %

Utlllty & Loss Basic MCMC sampling & Newton 8%

Background {
Intro

FunCtlons . Regression [

Value Of Su’;:;:s:g E Classification i ¥

|nf0rmati0n LSTM networks for time series JEi:
Unsupervised

[ . { State-space model for time-series e
learning

Decision { Decision Theory &

Making & RL E Al & Sequential decision problems @
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Utility theory
2.1 Lotteries
2.2 Axioms of utility theory
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Lotteries

Nomenclature for ordering preferences

A lottery: Li = [{p1,x1}; {p2,x2}; - i {px, xx}]

Le [{1.0,(,2)}; {0.0, (%,4)}]
lg = [{0.9,(82)}:{0.1,(B.A)}]

A decision maker

Li = L; prefers L; over L;
Li ~ L; is indifferent between L; and L;

Li = L; prefers L; over L; or is indifferent

Professor: J-A. Goulet ? Polytechnique Montréal
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Axioms of utility theory

Axioms of utility theory
What is defining a rational behaviour?

Orderability: Exactly one of (L; > L;), (Lj > L;), (L; ~ L;) holds
Transitivity: if (L; > L;) and (L; > Lg), then (L; > Lg)
Continuity: if (L; > Lj > L), then 3p: [{p, Li}; {1 — p, Lk }] ~ L;

Substitutability:
if (Li ~ L;), then [{p, L;}; {1 — p, Lc}] ~ [{p. L;}; {1 — p, Lk }]

Monotonicity:
if Li = Lj, then (p > g < [{p,Li};{1 —p,L;}] = [{q,Li}; {1 — q,L;}])

Decomposability: ...no fun in gambling

Professor: J-A. Goulet ? Polytechnique Montréal
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Utility & Loss Functions

3.1 Utility

3.2 Non-linear utility functions

3.3 Utility and Loss functions U(v) & L(v)
3.4 E[U(v(aj, X))] and risk aversion

Professor: J-A. Goulet ? Polytechnique Montréal
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Utility

Axioms — utility
Existence of a utility function:

U(L,) > U(LJ) & L= L_,'
U(L,) = U(LJ) = L,' ~ LJ'

Expected utility of a lottery:

E[U([{p1,xa}. {p2. 32}, AP} DI = D pilU(x)

i=1
Invariance to linear transformation:
U (x) =wU(x)+b, w>0
a* = arg max E[U(a, X)]
a

]L(a,x) = —[U(a,x) = arg min ]E[]L(a,X)]

Professor: J-A. Goulet ? Polytechnique Montréal
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Non-linear utility functions

Do you want to take the lottery? [emvoine]

leg = [{%74_%%}7{%7'%}]
lg = [{1,+0$}]

Which lottery do you choose? Why?

E[$(Ly)] = 3% x+200$ + % x —100$ = +50$
E[$(Lg)] = 0$

Are you being irrational?
For individuals U($) and L($) are non-linear...

Professor: J-A. Goulet ® Polytechnique Montréal
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Utility and Loss functions U(v) & L(v)

Risk aversion and utility functions U(v)

U(v): An utility function weight monetary value (v) as a function

of risk aversion/propension
(= 1% not the same effet if you have 1$ or 1IM$)

Risk seeking — Risk neutral — Risk averse

1 vy
2 0
Pry(l)s1 N P
- (2)>37" 4 People/organizations
g s Cu() = i
= 7 are risk averse
= () <
%02 01 06 08 1
v
k>1 Risk seeking
U(v) =vk{ k= Neutral

0< k<1 Risk averse

Professor: J-A. Goulet ® Polytechnique Montréal
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Utility and Loss functions U(v) & L(v)

Risk aversion and loss functions IL(v)

L(v): A loss function weight monetary value (v) as a function of
risk aversion/propension

Risk seeking — Risk neutral — Risk averse

Re
QL
>
S—
3 L(%)%/:x o
P ¥ People/organizations
17 1)1 .
S oy ) = are risk averse
. L(z) <3
0 02 04 06 08 1
v
k>1 Risk averse
L(v) =vk{ k=1 Neutral

0 < k <1 Risk seeking
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Utility and Loss functions U(v) & L(v)

Attitude toward risks

Risk seeking — Risk neutral — Risk averse

1 =

2 =

Blu()st =y k>1 Risk seeking
= ¥ o k

£ A =4 U(v)=v k=1 Neutral

5 B )<} 0 < k<1 Riskaverse
%02 04 06 08 1

A neutral attitude toward risks maximizes/minimizes the
expected value/cost over a multiple decisions

» Insurance compagnies: neutral attitude toward risks

» Insured people: risk averse; they pay a premium not to be in
a risk neutral position
(i.e. expected costs are higher over multiple decisions)

Professor: J-A. Goulet ? Polytechnique Montréal
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(eJele] ]

Utility and Loss functions U(v) & L(v)

Expected Utility

Risk seeking — Risk neutral — Risk averse

1
D o <X <
i U(3)>3 7" 4
= Ly u) =5
> ) <
00 02 04 06 08 1
v
Value — Utility:
Value | x=2 x=24 Utility | x=2 x=2s | E[U(v(a, X))]
a=a | v(e,a) v(e,s) — a=a | Ul(s,2)) Ulv(s,2)) | E[U(v(s, X))]
a=8| v(g2) v(g2) a=18 | U(v(g2)) U(v(se2)) | E[U(v(g X))]

? Polytechnique Montréal
1

Professor: J-A. Goulet

Decision Theory | V2.3 | Probabilisti i rning for Civil Engineers



Utility & Loss Functions
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E[U(v(a;, X))] and risk aversion

E[U(v(aj, X))] and risk aversion (ex. discrete) [4|

1
o b f
o =
=}
=
EUpe, X)=EUpeE..X))| =
=
je}
|

pU()|a,2) 0

. Actlon a
tic

p(vla, z)

Risk perception —neutral: E[U(v(a1, X))] # E[U(v(az2, X))]

[CIV_ML/Decision/PCgA_discrete.m)
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Utility & Loss Functions
°0

E[U(v(a;, X))] and risk aversion

E[U(v(aj, X))] and risk aversion (ex. discrete) [4|

T
o -
EUee.X) | S|
EU0eX)] | £ |
=/
1 0l
p(U@)a,z) 00 1
v(a, )
e e
e Action a; ! = b
o Action a, ! &
= S
< S
B — b
= = L.
: ]
% 05 1
v(a, )

Risk perception —neutral: E[U(v(a1, X))] # E[U(v(a2, X))]

[CIV_ML/Decision/PCgA_discrete.m)
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E[U(v(a;, X))] and risk aversion

E[U(v(a;, X))] and risk aversion (ex. continuous) [4]

1
=
2
é;
5
- 0
f@E)az) 00 1
v(a,x)
— Action a; ‘ >
— Action a» §
s =
S
=
g

0 75 1
v(a,x)
Risk perception —neutral: E[U(v (a1, X))] # E[U(v(a2, X))]

[CIV_ML/Decision/PCgA _continuous.m]
® Polytechnique M
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E[U(v(a;, X))] and risk aversion

E[U(v(a;, X))] and risk aversion (ex. continuous) [4]

1
E[U(v(a2, X))]
=
E[U(v(a1, X))] -
=
5
o % 1

=

= =
= il
= 5
= B
N\

0 0.5 1
v(a,x)

Risk perception —neutral: E[U(v (a1, X))] # E[U(v(a2, X))]
[CIV_ML/Decision/PCgA _continuous.m)
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Value of Information

4.1 Value of perfect information
4.2 Value of imperfect information
4.3 Exemple

Professor: J-A. Goulet ® Polytechnique Montré
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Expected utility of collecting information

In cases where the value of a state x is imperfectly known, one
possible action is to collect information about X

X
U(a*) = E[U(a*, X)] = max > U(a, xi) - Pr(x)
i=1
U(a*, x =y) = max U(a,x = y)
a
Because y has not been observed yet, we must consider all
possibilities Y = X; according to their probability

U(3*) = E[U(5%, X)] = Z max [U(a, x;)] - Pr(x;)
i=1
Value of perfect information
VPI(y) = E[U(&", X)] - E[U(a", X)] > 0

Professor: J-A. Goulet ? Polytechnique Montréal
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Soil contamination example
Ula,x) | x=4 x=4
a=< | —100$  —100%
a=Eg 0% —10K$

Current expected utility conditional on actions
E[U(B, X)] = (0$ x 0.9) + (—10K$ x 0.1) = —1K$
E[U(<¥, X)] = (—100$ x 0.9) + (—100$ x 0.1) = —100% —100$ | = E[U(
Expected utility conditional on perfect information
B[U(&, X)] = Ly min(U(a,x) - Pr(x)
= 08 x09 + 1008 x 0.1 —[—105]
y=x=/\ y=x=A

Value of perfect information

VPI(y) = E[U(F", X)] - E[U(a", X)] =

Professor: J-A. Goulet ? Polytechnique Montréal
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Value of perfect information

VPI| — Decision Tree Representation «

U(avx)‘X:A X = A . )
— & | —1005 —100% 161 7=

—E| 05 —10K$ »

1d

Profess J-A. Goulet ® Polytechnique Mont
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Value of perfect information

Value of information

The value of information represents how much you are willing to
pay for an information.

What if the information is not perfect?

Professor: J-A. Goulet ® Polytechnique Montréal
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Value of imperfect information

Value of imperfect information

U(53") = E[U(5", X)] = Z max ZU (a,x) - p(y|x) - p(x))

ex eXx
y X p(y.,x)

Professor: J-A. Goulet ® Polytechnique M
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Exemple
VOI - Soil contamination example §

@(5*)=Zmax(ZUaX p(y[x) - p(x ))

yeX xXeX

(ny) & —S$10K
= $0x0.9 +-$10K%<0.005 + -$100x0 +-$100x0.095 o AT
=A =A =A =A

Ula,x) | x=4A x=4A
’ Prly=4|A) = 1

a=1% | —$100 —$100

a—B| 05 —siok Prly=244) = 095 ™ ok
p(x,y) y=~A y=A

X = A 09-1=09 0.9-0=0

x=A |0.1-0.05=0.005 0.1-0.95=0.095

p(y) 0.905 0.095

Professor: J-A. Goulet ? Polytechnique Montréal
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Exemple

VOI - Soil contamination example (cont.) &8

Expected utility for the optimal action

U(a*) = E[U(a*, X)] = —100$

Expected utility conditional on imperfect information

T(5") = —$59.5

Value of imperfect information

VOI(y) = U(5") — U(a") =

Professor: J-A. Goulet ? Polytechnique Montréal
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Summary

Rational Decision:
Choose the action af which minimize the expected loss
LL(a, x) or maximizes the expected utility U(a, x)

a™ = arg min E[L(a, X)] = arg max E[U(a, X)]
a a

L(v(a, x)) & U(v(a, x)): Subjective weight on value as a
function of the attitude toward risks
(£ 1% not the same effect if you have 1$ or 1MS)

Risk seeking — Risk neutral — Risk averse

1 . A
B [\

2

Bl

-

£ oy () -4
= Y

- —u) <4

o)
=N
0|

k>1 Risk seeking
Uv)=vF{ k=1 Neutral
0<k<l1 Risk averse

Professo Goulet

Summary
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Value of information:
Value you should be willing to pay for information

VOI(y) = E[U(5", X)] — E[U(a", X)] > 0
Value of perfect information:

€]

E[U(E" X)] = > max [U(a, x)] - Pr(x)
xEX

Value of imperfect information:

0(5") = E[U(*, X)] :Zm;x(ZU(a, x)-p(y|x) - p(x))

X x
e x€ P(y,x)

Polytechnique Mo

arning for Civil Engineer:
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